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Abstract

We investigate the fractional diffusion approximation of a kinetic equation set in a bounded
interval with diffusive reflection conditions at the boundary. In an appropriate singular limit
corresponding to small Knudsen number and long time asymptotic, we show that the asymptotic
density function is the unique solution of a fractional diffusion equation with Neumann boundary
condition. This analysis completes a previous work by the same authors in which a limiting
fractional diffusion equation was identified on the half-line, but the uniqueness of the solution
(which is necessary to prove the convergence of the whole sequence) could not be established.

1 Introduction

1.1 The linear Boltzmann equation with diffusive boundary conditions

In this paper, we investigate the fractional diffusion approximation of a linear kinetic equation set
on a bounded domain with diffusive boundary conditions in dimension 1. Our starting point is the
following kinetic equation, which models the evolution of a particle distribution function f(t,z,v) > 0
depending on the time ¢ > 0, the position x € 2 C R and the velocity v € R:

8tf+v8wf:1/0(/f(t,x,w)dwF(v)—f) inRy x QxR
R
f(O,x,v) = fin(ﬂf,U) in Q x R.

(1)

The left hand side of ([1) models the free transport of particles, whereas the operator in the right hand
side models the diffusive and mass preserving interactions between the particles and the background.
For simplicity, we consider here the linear Boltzmann operator with constant collision frequency
vp > 0 and equilibrium function F'(v). Importantly, the function F'(v) is taken to be a given heavy-
tail distribution function satisfying, for some s € (1/2,1) and v > 0:

F e L®R), /F(v) dv=1, Fv)=F(jv])>0

o )

v for all |v| > 1.

IRDIEEE

F(v)

— ‘,U‘l+4s

We assume that € is a bounded interval and we take (without loss of generality) Q = (0,1). We
denote I'y = {(z,v) € 9Q; £n(z) - v > 0} (note that I = {0,1} and n(0) = —1, n(1) = 1) and
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define v1 f = f|r.. With these notations, we consider the following diffusive reflection conditions
on 0%

V- [tz v) = Bl fI(E, @, 0) V(z,v) € X (3)
where B is the following scattering operator
B ) = eob@ [ e i @) do (4)
w-n(x)>0

with ¢y the normalizing constant:

co = ( /w g Pl n) dw) . (5)

The use of diffusive reflection conditions at the boundary is classical in kinetic theory. We are
assuming that the boundary operator B involves the same equilibrium function F' as the bulk collision
operator in order to avoid the need of boundary layer analysis. Note that we consider s > 1/2 in
order for the constant ¢y to be well-defined.

The diffusion approximation of such an equation is obtained by investigating the long time, small
mean-free-path asymptotic behavior of f. To this end we introduce the Knudsen number ¢ < 1 and

the following rescaling of —:

20, f¢ + evdo f€ = 10 (/ fet, z,w) dwF (v) — f8> inRy x QxR

R
f50,z,v) = fin(z,v) in xR (6)
'y,fe(t,x,v) :B[’Y+f6]<t7mav) on R+ xI'_

We see that the particular choice of power of € in front of the time derivative in @ depends on the
equilibrium F. Indeed, when (2 is the whole line R it has been proved (see for instance [?, 7, ?]) that
as € goes to 0, f€ converges to a function fO(t,z,v) = p(t,x)F(v) where p(t, ) is the weak solution
of a fractional diffusion equation d;p + r( — A)°p = 0.

There is now a very significant literature devoted to the fractional diffusion approximation of
kinetic equations. But the role of boundary conditions in these limits has only recently started to be
investigated. The case of Dirichlet boundary condition was studied in [?] and the case of specular
reflection conditions was investigated by the first author in [?]. In [?], we considered the case of
diffusive reflection conditions in dimension n > 1 when Q is the half space {z,, > 0}. However,
while this previous work clearly identified the limiting Neumann fractional diffusion equation in 2
(see Section below), we did not prove that the limiting density was the unique weak solution of
that equation (given, for instance, by Hille-Yoshida’s theorem). We only established that it satisfies
the equation in a weaker sense, for which uniqueness is not clear. As a result, we also did not prove
the convergence of the whole sequence.

The purpose of this paper is thus twofold: First, we fill this gap in the simpler one-dimensional
framework. The result (and the proofs), despite being only valid in one dimension, lays out the
roadmap for handling this problem in higher dimension. Additionally, this paper provides the first
result of this type in a bounded domain and we believe that the approach developed here can be
generalized to convex domain in higher dimension.

1.2 Weak solutions of @

We now recall the standard definition of weak solutions for the kinetic equation with diffuse boundary
condition. First, we note that for any test function ¢ € D(R; x € x R), smooth solutions of (6]



satisfy:

- /// ffOpdtdzdv —/ fin(z,0)9(0,2,v) dz dv
Ry xQxR QxR
+lm2% // Y fE (Y40 — B*[y—¢]) [v - n(z)|dt do(z) dv
R+XF+

with

B [y_d](t. z,0) = co / v (2, w)F(w)lw - n(x)] dw. (7)

w-n(z)<0
Note that, unlike the operator B defined in , its adjoint operator B* is independent of v, which will

play an important in the construction of test function, see Section [2.1] We introduce the following
notion of weak solutions for @— that we consider in this paper:

Definition 1.1. We say that f€ € L%_l(R+ x 2 x R) is a weak solution to @— if for every test
function ¢ such that ¢, 0y¢p and v0,¢ are in L%(Ry x Q x R) and ¢ satisfies the dual boundary
condition

V+¢ =B [y-¢] onRy xRy

we have

/// fforpdt dzdo +/ fin(z,0)9(0,2,v) dz dv
Ry xQxR QxR
=72 ///R+XOXR (/2 (ev02p — 199) + vop” F(v)¢] dt da dv

Here and in the rest of the paper, we used the notation

L%1((0700)XQXRN):{f(t,w,v);/OOO/Q/RN |f(t,x,v)|2F(10)dvdacdt<oo}

and a similar definition for L% ((0,00) x Q x RY).

The existence of a weak solution in the sense of this definition is discussed, for instance, in
(7,2, 7]

1.3 The asymptotic diffusion equation

In this section, we recall previous results (in particular our result of [?]) and introduce the asymptotic
model.

As already mentioned above, it is now classical that when € is the whole line R (or more generally
Q= R"™), f¢ converges to a function p(t,z)F (v) where p(t,x) is the weak solution of a fractional
diffusion equation 0;p + /@( — A)Sp = 0. When  is a subset of R™, the diffusion equation must be
supplemented by boundary condition. Studying the asymptotic limit of this kinetic equation provides
us with the framework to find out physically relevant boundary conditions for fractional diffusion
equations. We recall that in the classical diffusion approximation (e.g. when F' is a Maxwellian
distribution) the limiting equation is the diffusion equation with Neumann boundary conditions.



In [?], we study the problem @ in dimension n > 1 when 2 is the upper half plane. We show that
the asymptotic operator (which we denote by (—A)y since it corresponds to Neumann boundary
conditions) is given by

Cn,s y—x
—A)3 = L

. 22T (3 :
with ¢, s = % (the constant is chosen here so that when Q = R", we recover (—A)%, =
(=A)#) which can also be written in divergence form as

s _ : s— s— . Cn,s y—T
(~A)ula) = —div DY), DY) = gt [ ) Vuly) s

With these notations, the main result of [?] is:

Theorem 1.1 ([?],Theorem 1.1). Assume that F satisfies with s € (1/2,1) and let Q be the
upper half space Q = {x € R"™; x,, > 0}. Assume that fe(t,z,v) is a weak solution of @ n
(0,00) x 2 x R™.

There exists a subsequence € which converges weakly in L> (0, co; L2, (QxR™)) to the function
p(t, z)F(v) where p(t,x) satisfies

//R+x9p(t’ x) (&Wt,x) + n(—A)%[M(t,x)) dtdz + /Q pin(2)1(0,2) dz = 0 )

for all test function 1 € C1(0,00; H*(2)), such that (—A)%[¢] € L*(Ry x Q) and D*~[y] -n =0
on 0N.

By using the integration by parts formula (see Proposition 3.4 in [?]):

/diszS*l[ga]wdxf/ @ div D713} dx:/ [wD?* ] -n— eD* Y] - n] dS(z) (10)
Q Q 3]

Q

we see that @D is a natural weak formulation for the parabolic boundary value problem

Oip — kdivD3 " p] =0 in (0,00) x
D¥ 'pl-n=0 in (0,00) x 09 (11)
p(0,2) = pin(z) in .

Using Hille-Yoshida’s theorem, we prove in [?] that is well posed:
Theorem 1.2 (|?],Theorem 1.2). For all p;, € L?(2), the evolution problem

Oip — kdivDE 1 p] =0 in (0,00) x Q,

Lo, in Q. 12)

has a unique solution p € C°(]0,00); L2(£2)) N C1((0, 00); L?(2)) N C°((0,00); D((—A)%)) where
D((—A)N) ={ue H*(Q); (-A)ju € L*(Q), D* '[u]-n=0 on dQ}.

We recall that the space H*(2) is defined by

HS(Q):{uELQ(Q);/Q/Qdedy<oo}



and is equipped with the norm:

2 _ wlz) 2 de (u(z) —u(y))? .
fulfye = [ oo+ [ ] S azay

Unfortunately, it is not clear that the characterization of p(t,z) given by Theorem implies
that p is the unique solution of (1.2)) provided by Theorem Indeed, while we can show that the
solution of Theorem satisﬁes as in Theorem it does not appear that this formulation is
strong enough to yield uniqueness. The problem is that the condition ¢ € H?(f2) in Theorem
which we use in [?] to pass to the limit, is too restrictive to prove uniqueness. In particular, this
condition cannot be deduced from the condition (—A)%1w € L?(Q2) (or even, as we will see later,
from the stronger condition (—A)3 % € C*(Q)).

The aim of the present paper is to show (in dimension 1) that the convergence result of Theo-
rem [I:1] can be proved for a different set of test function ¢, which allows us to prove that p is indeed
the unique weak solution of provided by Theorem |1.2

For future reference, we also recall that the key step in the proof of Theorem is to show that
for all A > 0, the stationary problem

{ Mu(z) — div D3 u](x) = g(z) for all z € Q, (13)

D2 ul(z) - n(x) =0 for all x € 052

is well posed in H*(Q2). More precisely, we proved, using Lax Milgram theorem (see Theorem 4.1
and Remark 4.1 in [?]):

Theorem 1.3. For all A > 0 and g in L*(Q), there exists a unique u € D((—A)%;) solution of (13).

1.4 Main results of the paper

To state our main result, we introduce the space of test function (for § > 0):
XP = {1 € C;([0,00); C*(Q)); (~A)3 € L=(0,00; C7 (1))}

and
X ={yeXx?; D% '[¢] -n=0o0n 00}

(we do not indicate the dependence of these spaces on s since s € (1/2,1) is fixed throughout the
paper). We can now state the main theorem of this paper:

Theorem 1.4. Assume that F' satisfies with s € (1/2,1) and assume that the initial condition
satisfies, for some constant C > 0:

0< fm(l‘,v) < CF('U), fm € L%vfl(Q X R))

Let fe(t,xz,v) be a weak solution of @ in (0,00) x Q x R in the sense of Definition , Then the
function f€(t,z,v) converges weakly in L>((0,00); L%_,(Q x R)), as € goes to 0, to the function
p(t,x)F(v) where p(t,x) is the unique function satisfying

///p(tw) (@w(t,x) - "f(—A)fv[dl](t,a:)) dtdz + //pm(x)w(o, z)dr =0 (14)
Q

R+ xQ

for all test function ¢ € Xg for some B > 0.



Importantly, the uniqueness of the limiting density p(¢, x) is a new result, which implies that the
whole sequence f¢ (and not just a subsequence) converges. This uniqueness was not established in
[?] because we required stronger conditions on the test function ¥ in order to pass to the limit in @
(see Theorem . This uniqueness result is of independent interest and can be stated as follows:

Proposition 1.1. Given 8 > 0 and for all p;, € L?(Q), there exists a unique function p(t,z) €
L>(0,00; L*(Q)) satisfying for all test function i € Xg.

This solution is also the unique weak solution of provided by Theorem and therefore satisfies
p € C°([0,00); L*(€2)) N C*((0, 00); L*(2)) N C°((0,00); D((—A)%))

In the proof of Theorem we make use of the fact that the condition (—A)%¢ € L%°(0, 00; C#(Q))
— which is a natural condition to get the uniqueness of Proposition — yields some Hoélder regu-
larity estimates for ¥ (see (33))) which turn out to be just what we need to pass to the limit in the
proof of Theorem (see in particular the proof of Lemma .

While we believe that these Holder regularity estimates hold in any dimension, we focus on this
paper on the one-dimensional case because, as explained below, the operator (—A)%; can be written
in term of the usual fractional Laplace operator in one dimension, and existing regularity theory
[?] can then be used. Extending our result to higher dimension would require the development of a
regularity theory for the Neumann boundary value problem in higher dimension.

We conclude this section by explaining what makes the one dimensional case so much nicer to
work with: Given a (continuous) function u defined in Q, we introduce the continuous extension of
u by constant:

w(0) fz<0
w(r)=<qu(x) fo0<z<1 (15)
u(l) ifz>1.

We then have:

s _ O / y—x
(=A)yu(z) = - %5 /QU (Q)W dy

Cl,s ~ y—x
= — 2 u 7d
5 O e

u(z) — u(y)
— ¢ PV, [ B
e V/]R |z — y|t+2s d

that is
(=A)yu(z) = (—A)%u(zx) for all x € Q. (16)

In particular, we note that if u is the solution of provided by Theorem then u satisfies

M+ (“A)¥u=g inQ=(0,1)
u = u(0) in (00, 0)
u=u(1) in (1,00)

and the regularity theory for the fractional Dirichlet boundary value problem developed for example
in [?, ?] can be used to study the regularity of 4. When g € L*(Q), this gives & € C*(R) and
this regularity is known to be optimal for the Dirichlet problem. It is not immediately obvious
whether this regularity is also optimal for the Neumann boundary value problem or if @ inherits

better regularity from the Neumann boundary condition. We can actually show that the former
holds:



Proposition 1.2. Let Q = (0,1) and g € L>(Q), then the solution u of provided by Theo-
rem satisfies u € C*(S). Furthermore, this regularity is optimal in the sense that there exists
g € L*>®(Q) such that u(z) ~ 2% as x — 07 and u(z) ~ (1 —2)% asz — 1.

Note finally that we can also write (—A)%u(z) = —9,D% '[u] where the non local gradient
DJQ\‘;_l can also be written, using the extension of u, as:

_ C1,s —2s
DY l(e) 1= gty [l o ay
Ci,s ~7 1-2s
= Cbs - d
oy =l ay
o Cl,s ~ o y—x
=52 [ i) —ule) o iy a7)

The rest of the paper is devoted to the proof of Theorem and Propositions and

2 Proof of Theorem [1.4] and Proposition [I.1

2.1 Construction of the test functions

As in previous work [?, ?, 7, 7], the proof relies on the introduction of an appropriate auxiliary
problem:

Vo — evdpp = Vo) in Q x R. (18)
v+ 6(t, x,v) = B*[y_¢](t, z,v) (x,v) e T4.
And due to the difficulty of writing an explicit solution for , we first solve:
Vo — vl = o) in Q x R. (19)
")/+¢(t,1’,’0) :w(t#ﬁ) (QL‘,”U) el.

Since we expect to find ¢ ~ ¢ for small € and thus B*[y_¢] ~ ¢ uniformly in v since B* does not
depend on the velocity, it is reasonable to expect that the solution of is a good approximation
of the solution of . We then have:

Proposition 2.1. Given ¢ € D(), let QZ be the continuous extension of ¥ defined as in . Then
the function

o(z,v) :/ voe 0 (z + e2v) dz
0
solves (19). Furthermore, ¢ satisfies y1d(x,v) = B*[y_¢|(z,v) for (x,v) € T'y (and thus solves

(18)) if and only if
DZ7H)(0) = D2 y](1) = 0 (20)

where the operator D*~1 is defined by below.
Proof. We easily check that ¢(z,v) given by Proposition solves . Indeed, we have:

o0 d - o0 -~
V0P = / Voe’”0z£ [1/)(:8 + szv)} dz = / vie % (x + e2v) dz — V0ih(x) = vo(¢ — 1))
0 0
and if (z,v) € 'y, for instance if x = 0 and v < 0, then

#»(0,v) = /0 Voe_”ozzz(szu) dz = /0 voe~"*1(0) dz = ¢(0).



Next, we note that ¢ satisfies v ¢(z,v) = B*[y_¢](x,v) on I'y if and only if B*[y_(¢ —¢)] =0 on
I', which, using and the fact that ¢(x,v) — 1(x) = 0 on 'y, is equivalent to

/R’UF(’U)[(b(.’L',v) —(x)]dv =0 on 0f.

The result then follows by introducing the operator
D2 fyl(a) = [ WP ()[o(a,0) - vl do
R

—=gl=2s OO1/ e 2y F(v)[0(x 2v) — Y (x)| dz dv.
e // 0e S uF(0)[f(x + £20) — (z)] dz d (21)

O

Since we want to use the function ¢(z,v) as a test function in (§), we need ¢ to satisfy the
condition v4¢(x,v) = B*[y_¢](x,v). We cannot require a given function ¢ to satisfy since this
condition depends on €. But we can approximate a given test function ¢ by a function ¢ satisfying
(20). For this, we consider a smooth function x satisfying

X€C=(Q), x(0)=1, supp(x)C[0,1/2), 0<x(z)<1 (22)
(these conditions guarantee that D3~ *[x](0) # D3 '[x](1)). We then have

Proposition 2.2. Given ¢ € D(Q) we defined )¢ as

P (x) = P2) + Aox (@) + Aix(1 —z) Ve el (23)
with
s = —P2 IO DETW)(0) + DE* ] (1) D~ [$](1)
’ (D27 ](0))2 — (D~ x](1))? ’
(24)
s = —D T O)DE " [w)(1) + D X](1) D2 [4)(0)
' (D271 [X](0))2 — (D2~ x](1))?
where D*~1 is defined by . Then
D27 Ye](0) = D27 [y (1) = 0 (25)

Proof. We note that

D x(1 = 2))(0) = DX x](1)

so the linearity of the operator D?*~! and the choice of \§ and A§ implies (25). Note that we
will prove later that D25~ 1[x](z) converges to vo2- D2 '[x](z) (see Lemma . So the fact that

C1,s
D7 x](0) # D3~ *[x](1) and Lemma [2.2] imply that the denominator in does not vanish for
¢ small enough.

O

We now have all the tools needed to set up the proof of our main result: for a given test function
Y(t, ) in D([0,00) x Q), we consider )¢ (¢, x) given by Proposition Then the function

o°(t, z,v) = /000 voe O YE (t, & + £2v) dz (26)



solves (18] (see Proposition and by taking ¢° as a test function in (8], we find:
// fe0:¢° dt dadv + / fin(z,v)¢%(0, z,v) dz dv
Q QxR
=% /// [f¥ (ev0,0° — 109°) + vop-F(v)¢°] dt dw dv
Q
=72 /// [ — 1o fEY° + z/opsF(”u)df] dt dz dv
Q

o e / / /Q peF(v)o]d* — v¥] dt de dv
_ / /Q oLl dtd. (27)

where we used the fact that fR fedv=p°= fR p°F(v) dv and we defined the following operator (for
any test function v and with ¢ defined by Proposition :

LE[](z) =% /]R voF'(v) [gzﬁ(xw) - w(m)] dv
=g % /]R /OOO Ve " F(u)[Yh(x + ezv) — ¢(x)] dz dv. (28)

The proof of Theoremnow consists in passing to the limit in , which requires, in particular,
to show that for appropriate 1, the function L£%[¢)°] converges (strongly in L) to x(—A)*[¢)] =

R(=A)N Y-
In the section below, we first derive simpler formulas for £ and D?*~!. These formulas will then
be used to prove the needed convergence results.

2.2 Reformulation of the operators £° and D?!

After a simple change of variable, we find the following formula for the operator £2[¢], defined by

23
L)) = /Q Fi(y — 2)[d(y) — 9(@)dy
with

T el (- . 1 v
Fl(v):/o ve T TIE (v o) dr, FE(0) = g B (g) (29)

Similarly, the operator D2*~1[¢] introduced in can be written as:

DY) = /R(y —2)F5(y — 2)[d(y) — d(x)] dy (30)

with
oo —voT - —2 —1 £ 1 v
Fo(v) = /0 voe 7T 2F (17 1) dr,  F(v) = mFO (E) . (31)
The introduction of the functions Fjy and F; allow us to eliminate the variable z from the definition

of D2~1 and L. Of course, their behavior for large v is related to that of F. More precisely, we
have the following Lemma:



Lemma 2.1. There exists a constant C > 0 such that the distributions Fy and Fy given by
and satisfy

. 1 1 ) 1
Fy(z) < C'min (|z|1+23 , |z|) , Fi(z) < Cmin (|z|1+25 N 1n(z)|) , forallzeR
and
Vi C
Fi(z) — EE forall|z] > 1

where 7y; = yvy~ 2*T(2s + i), with y the constant of F in @.

Proof. We first note that, for « = 0,1 we can write F; as

+oo
Fi(z) = pitievorri=2p (2 gr
0 0 T

For the first estimate, using we write on the one hand
z z 14+2s 1+4s
144 —vor,_i—2 z —vori—2 ( T T
vy 'e T 4F <7) dr < C/ e T ( + dr
/(; T 0 |Z|1+25 ‘Z|1+4S

C

- |Z|1+2$

. 1 1
< Cmin (|zl+28’ |)

A

min (1, |z[***7) + min (1, |z[***7)

|Z‘1+4S

and on the other hand
+o0 ) ) ~ +oo . .
/ I/é+26_VOTT1_2F (7> dr < ||F|| e / I/é+16_l’077'1_2 dr
z T z
with

+o00 ) ) +oo 1 C
/ Ué+ze—vo7'7_z—2 dr = / Voe—VoTT—Q dr < C'max (e_”oz’ ) <— fori=0
R - z z

+o0 ) ) +o0
/ vy Tle ™0 "2 dr = / vge Tt dr < Cmax (e7%°%,In(2)) < Cln(z) fori=1

The first estimates follow.

To prove the second estimates, we use the formula fooo yatip2stizle=voT dr = 13 ~2T(2s + i) to

get:
e} 2s+i—1
Vi 144 — i—2 z YT
Fl(Z) |Z|1+25 S /(; vy 7‘@ O Pt 2 (;) — 7|z‘1+25 dr
Ty dsti—1 - 14i [ _i—2 yretl
i —voT, 4s+i— —voT i i—
S/O 1/0 e Yot |Z|l+48 dT+/Z e Yo ]/0 (T ||F||Loo —+ |Z|1"r28> dT

C o0 A o0 , C o0 A
< 671/07,7_454»%71 dr + C e*l/o‘r7_272 dr + 671/07,7_254»%71 dr
214 Jo p |22 ),

and the result follows.

N

O
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2.3 Convergence of the operator D*~! and £°

In order to pass to the limit in , we need to show that £°[)°] converges strongly in L' when
P € Xg . The key result of this section is the following proposition:

Proposition 2.3. Given 1 € C*(Q) such that (—A)%[¢] € CP(Q) for some B > 0 and satisfying
DY b = 0 on 9Q, let ° be defined as in [23). Then
Lo[WF] — L[] := —r(—A)*[¢] strongly in L'()

with k = cl_é'yl.

This result implies in particular the convergence of L [¢*(:,t)] for all ¢ whenever ¢ € Xg . Its
proof will follow from the following two lemmas:
Lemma 2.2. Let 1) € C*(Q) with a > 2s — 1, then
2s

Cl,s

DX ](x) = yo— DE](x) uniformly in . (32)

In particular, if Y satisfies Djz\f_l[w} =0 on 0N then the constants defined by satisfy
lim A = lim A\; = 0.
e—0 e—0
and

Lemma 2.3. Assume that ¢ € C*(Q) and (—A)%[] € CP(Q) for some 3 > 0. Then
L) — L[Y] = —H(—A)S[{/;] strongly in L'(Q)

with Kk = CZ—Z
Proof of Proposition[2.3 In view of (23)), we have
Lo%](x) = L[] () + AGL [xX] + ATL X (1 = ))(2).

Lemma implies the convergence of L[], £L5[x] and Lf[x(1 — )] in L! and Lemma gives
lim._,o A§ = lime_,0 A] = 0. The result follows. O]

The rest of this section is devoted to the proof of the two lemma.

Proof of Lemma[2.34 We write

DZ[¥](@) — 0

D% ul(o) = [ 10 +9) - vl |70~ | a

Cl,s R

Lemma [2.T] gives the following bounds:

C o Ce?s
W 0)< o WeR  and \y|F5<y>—° <

lyl2 ] — [y|*s

We thus have, using the C*(Q) regularity of v, with a > 2s — 1:

Yy > e.

2) _ —
Dgs—l[,(/}](x) — % S D%71[¢]($) <C |w(x+y)2 1/)(53)| dy+0529/ |¢(x+y)4 1/)(53)|
Cl,s ly|<e ‘y| s ly|>e ‘y| s
< C€1+a72s + 0525(1 +€1+a74s)
< 0[523 _|_€1+a—2s]-
O
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Proof of Lemma[2.3. As noted in the introduction, a crucial observation in this proof is the fact that
the condition (—A)%[¢] € CP(Q) implies some Holder regularity for . Indeed, since (—A)% Y] =
(—A)S[QZ], we can use the regularity theory developed in [?] to get the following estimate (we use
here the notation of [?] for the Holder norms):

1ol 0, < CUllles + 1(=A) IS

where [ (x) — ¢’ ()]
_ _ Y
= supd, *u(z) +supd.—*u/(z) + su dﬁ"’s—.
||’(/}H5+25 Qp ( ) Qp ( ) (.L,y)Ie)QQ |ZC _ y|5+25_1
wnd l9(z) —9(y)|
(s) ._ B+s19\%) — gy
g = sup d _— 7
” Hﬁ (zy) x,y |5L‘—y|’6
with

d, = dist(z, 0Q), dey = min(dy, dy).
We deduce that for any ¢ satisfying the conditions of Lemma [2.3] we have

/
sup d; *u(x) + supdL~Su/(x) + sup dﬁJrSM <C. (33)
Q Q (@) €9 |z — y|ot2

We now recall that
LeY)(x) = [ (d(x+y)—v(z))Fi(y)dy
where Lemma [2.1] gives (recall that F{(y) = e~ 172 Fy(y/e)):

0625
— |y|1+4s

71

l y
1( ) ‘y|]+25

Fi(y) < |y|1+23 Yy € R and

Y]yl > e.

For a € (0,1) (to be chosen later), we thus have (for x € Q)):

Lolvle) — L)) = [ (Gl - T0) [F ) - 2] aw
- [ w3 - o) [Fw - ] a
[ et = Ba) [P - ]

which yields

2s

LWLl < [ et -Tw)-T ) (@l |ﬂ2s aye | N a|{z?<z+y>—{z?<x>||yﬂi4sdy.

ly|<ex

2s—4sa

The second term is clearly bounded by ||?]|so€ , S0 we can write

o i c 2s(1—2a
J i@ et < [ [ 19 ) - 9~ F e e+ Il

and we write the integral in the right hand side as J{ + J5 with

~ - C
Ji = / / |0z +9) — D) — T @)y] e Ly dy e
Q Jy|<ex |y‘

12



€ 7 ~ ~, C
si= [ [ ) - 5~ ] Leen dy e

In order to bound J§, we note that if (z +y) ¢ Q then |y| > d,. Using (33)), we deduce

s ~ ~ ~ c
g [ ) - S+ 1 @] s e dde
dp<e> Jd,<|y|<ee |y

C
do<eo Jd, <|y|<eo |yl

<C dydx < Ce*(1-9)

d,<e>
For J5, we first notice that when z +y € Q we have (using (33)):

~ ~ ,8+2s
(a4 y) — dlx) — & ()] = ‘/w 24 gy — ¢<>ydt‘<c

z a:+y

and so

J; < C//< d6+s Laty)endyde < C i< yﬁ_l/ﬂd;glzl(aﬁy)eﬂ dx dy
yl<e® g gty y|<ex

As long as 4+ s < 1, we have [, d;g;;l(ww)eg dr < oo and so
Js<cC Pl dy < CePe
ly|<ee
We have thus proved (provided 0 < 8 <1 —s):
[ 1£clu)@) = L@ de < Cle0-2 4 & 4 ot
Q

and the result follows by taking « € (0,1/2). O

2.4 Convergence of ¢°

Finally, in order to pass to the limit in the remaining terms in , we need the convergence of ¢°
and Op¢°:

Lemma 2.4. Consider ¢ € C%([0,00); C*(Q)) with o > 2s — 1 such that D3~ '[y)] = 0 on 9Q x

(0,00). Then
lim /// |¢° — |2 F(v) dvdx dt = 0.
=0 Ry xQxR

If ¢ € CL([0,00); C¥(Q)), with a > 25 — 1 then

lim /// 10:¢° — 04°|>F(v) dvdadt = 0
=0 Ry xQxR

Proof. First, we note that

|o% (¢, ,v) — P° (¢, :U)|2 < /OO uoe_”ozwa(t, x +ezv) — (¢, :1:)|2 dz
0

13



and so (with T such that ¢(t) =0 for t > T):

///R e VT dvdade < ///O - /oo voe™ (¢, @ + ezv) — ¥F (1, @) P (v) dz dv de dt

// / / |5 (t, 2 + ezv) — 5 (¢, 2) > deF (v)vpe % dzdv dt
0,T)xR

Then, we note that (recall that A§, A — 0 by Lemma:
lim [ |°(t,z+ezv) — ¢ (t,2)|Pde =0 for all t,v, 2
e=0 Jo
and
/ [D(t, @+ £20) — 0F (¢, 2) 2 de F (0)voe~"% < [[]|% F(v)vpe"* € L1((0,T) x R x R)
Q

Lebesgue dominated convergence theorem implies the result.
The second limit is proved similarly (note that ¢ is a parameter). O

2.5 Proof of Theorem [1.4]
Proof of Theorem[1.]} We are now ready to prove our main result.

A priori estimates. We have the following classical lemma:
Lemma 2.5. Let fi, be in L%_,(QxR). The weak solution [ of (6]) is bounded in L>°(0, 00; L%, (2
RM)) and satisfies, up to a subsequence

e = plt,x)F(v)  weakly in L°°(0,00; L% 1 (2 x R)) (34)

where p(t,x) is the weak limit of p*(t,x) = [, fdv. Assume furthermore that fi,(x,v) < CF(v)
for some constant C. Then f¢(t,xz,v) < CF(v) and

p°(t,x) — p(t,x) LR x Q X R) % —weak. (35)

Proof. We do not prove the first part of the lemma which is classical (see for instance Lemma 2.1
in [?]).

For the second part, we note that when f;,(z,v) < CF(v), the function (¢,z,v) — CF(v) —

fe(t,z,v) is a solution of @ with non-negative initial data and thus is thus non-negative for all
time. This implies f¢(¢,z,v) < CF(v) and so p*(t,z) < C. O

Convergence to a solution of the asymptotic problem. Given a test function ¢ € Xg , we
can now pass to the limit in the weak formulation , which we recall here:

// ff0,¢° dt dx dv +/ fin(x,0)0%(0, z,v) dedv = / pe LE [ (x) dt da.
QxR QxR

For any subsequence along which holds, Proposition Lemma (both of which apply since
P € Xg ) and allow us to take the limit, proving that the limiting density p(¢,x) satisfies .

The fact that the whole sequence converges then follows from the uniqueness of the limit p given
by Proposition [I.I] which we prove below. This completes the proof of Theorem [T.4] O

14



2.6 Proof of Proposition

Proof of Proposition[I.1, To prove the existence, we simply have to show that the weak solu-
tion wu(t,z) provided by Theorem satisfies for appropriate test functions. We recall that
u € CY(]0,00); L2(2)) N C1((0,00); L*(2)) N C°((0,00); D((—A)3%)) and that in dimension one, the
condition (—A)%u € C°((0,00); L*(Q)) implies that (¢,x) — D3~ '[u](t,z) is continuous (so the
Neumann condition is satisfied in the classical sense). Using integration by parts and , it is easy
to check that u satisfies

// W@ — k (~A)ye) dede + //pm(x)w(o,x) dz =0
Q

RtxQ

for all test function ¢ € Xg .

Let now p1(t,z) and pa(t, ) be two functions satisfying for appropriate test functions. The
function p = p; — pa € L>=(0,00; L*(Q)) satisfies

/// t:c atzp—,{( )iﬂ/})(t,m)dtdmzo (36)

RtxQ

for all test function ¢ € Xg. Given a smooth test function g € D(Q) and A > 0, we let ¢(z) be the

weak solution of
{ A+ k(—A)o =g in Q,
( =

DY el (x) - :) for all z € 9Q

given by Theorem [I.3] and we define
Y(t,x) = e Mp(z).

We need to check that we can take this function v as test function in :

First, the maximum principle (for the Neumann boundary value problem) implies that ||¢||L~ <
Clg]lLe. Next, we note that the extension ¢ solves (—A)*¢ = g — A¢ in Q with ¢ constant in R\Q
Standard regularity theory for the fractional Dirichlet boundary value problem (Proposition
implies that ¢ € C*(R) and so ¢ € C*(Q). In turns, this implies that (—A)%¢ = (—A)*¢ € C’S( ).

It is now easy to see that ¢ € Xg.
Using the fact that 9,1 (t, x) — k(—A)%[](t, 1) = —e~*g(x), it follows from that

o0
/ / p(t,x) e M dtg(z) do =
aJo
Since this holds for all g € D(Q2), we deduce
/ plt,x)e dt =0 in Q, for all A >0
0

and taking the inverse Laplace transform implies that p(t, ) = 0 in R4 x .
O

3 Optimal regularity for the elliptic problem: Proof of Propo-
sition [1.2]
In this section, we are interested in the optimal regularity of the solutions to

u+ (—A)Ju=yg in Q
D ul(z) =0 on 9N
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with © = (0,1) and g € C=(Q). As stated before, the extension @ solves @ + (— A)’ & = g and
is constant outside €2 so the regularity theory for the fractional Dirichlet boundary value problems
ensures that v € C*(Q). We will show that this regularity is optimal by constructing a solution of
which behaves like dist(x,99Q)* close to the boundary.

First, we recall that v :  — x5 (1 — 2)3 is an explicit solution to

(=AY v =1 in Q
v=0 in R\ Q

with © = (0,1) and the proper choice of constant x, see e.g. [?]. Of course, this function does not
satisfies D3¥ ' [v] = 0 on 9.

We thus consider two smooth functions 1y and 17 with compact support in (1/4,3/4) and such
that for i € {1,2} and = € 9 D3 '[sh;](x) # 0 and

DY ol (DX a](1) = DY~ ol (1)DX ™ Wa](0) # 0.

We then define the function u as
uw(x) = kel (1 —x)% + Aotbo(x) + Aipr () (38)

where k is a positive constant and the \; are defined, similarly to Proposition as

N = DY ke (1 - 2)3](0)DX 1] (1) + DR ke (1 — 2)3](1) DX~ 141](0)
DX 1] (0)DX eh](1) — DY~ o] (1) DR [141](0) ’

A = DY kot (1 — 2)3](1) DR [o)(0) + DY~ [ras (1 — 2)3](0) DX~ [l (1)
DY ol (0) DR eba)(1) — DR~ o] (1) DX [11](0)

Note that z — 25 (1 —2)% € C*(Q) hence D3~ '[kx% (1 —x)%] is continuous on Q2 and the boundary
values exist. This choice of \; and the linearity of D?\,S_l implies naturally

D3 'u](z) =0, Vo € 0.
Finally, u is a solution of with right hand side
9(x) = u+ 1+ Xo(=A)§tho + A (=A)§ 1
and by E‘iss)umption on the support of 1; we have (—A)%¢; = (=A)*; € C>() and in particular
g € L>*(Q).

We have thus built a solution u of with g € L°(§2), which behaves like dist(x, 9Q)° when
x — 0 and x — 1, which completes the proof.
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